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NONPARAMETRIC TESTS by Ed See

Module 1. The Nonparametric Inferential Statistics

Learning objectives

1. Define nonparametric tests

2. Enumerate the advantages and disadvantages of nonparametric tests

3. Enumerate the factors that affect the choice of nonparametric tests

Definition

Nonparametric tests are inferential statistics that require probability samples but do not necessitate assumptions about the nature and shape of the populations involved. Although the term nonparametric strongly suggests that the test is not based on a parameter, there are nonparametric tests that do depend on a parameter such as the median but do not require a distribution. Although distribution-free is a more accurate description nonparametric is commonly used.

All the statistical tests used on ordinal data are considered to be non-parametric, or distribution-free (no probability distribution assumptions are made). Whereas the major interval data tests, t, F, and r, all make careful assumptions regarding the characteristics of the population to which the results are to be generalized, the tests for ordinal and nominal data make no such assumptions. These tests do not make any assumptions regarding (, the mean of the population, or do they assume a normal distribution in the population. Therefore, if we obtain interval data from a population known to be normal, these interval scores may be converted into ranks, and a test for ordinal data can then be performed. Although the nonparametric tests are not as powerful as their parametric cousins, they are much safer when the population characteristics are at all suspect.

In general, for a statistical method to be classified as nonparametric, it must satisfy one of the following conditions (Conover, 1980).

1.  The method can be used with nominal data

2. The method can be used with ordinal data

3. The method can be used with interval or ratio data when no assumptions can be made about the population probability distribution

Advantages and disadvantages of nonparametric tests (Triola, 2000)

Advantages

1. They can be applied to a wide variety of situations because they do not have the more rigid requirements of their parametric counterparts. In particular, nonparametric methods do not require normally distributed populations

2. Unlike the parametric methods, nonparametric methods can often be applied to qualitative data such as gender

3. They usually involve simpler computations than the corresponding parametric methods and are therefore easier to understand (Computers invalidate this advantage)

Disadvantages

1. They tend to waste information because exact numerical data are often reduced to a qualitative form. For example, in the sign test weight losses by dieters are recorded simply as negative signs. With this particular method a weight loss of only 1 lb receives the same representation as a weight loss of 50 lb. This would not thrill dieters.

2. They do not have the efficiency of parametric tests, so with a nonparametric test we generally need stronger evidence (such as a larger sample or greater differences) before we reject a null hypothesis.

Factors that affect the choice of nonparametric tests

The decision to use either a parametric or nonparametric method should be governed by these major factors.

1. Cost

2. Time

3. Efficiency

4. Amount of data available

5. Type of data available

6. Method of sampling

7. Nature and distribution of the population

8. Probabilities (alpha, beta) of making type I and type II errors

The fact is, because of non-availability of organized research databases, we really do not have prior information of distribution of most populations we study, which makes our use of parametric tests subject to suspicion.

Module 2. 
Mann-Whitney U Test for Two Ordinal Distributions with 

independent selections 

Learning objectives

1. Define/describe Mann-Whitney U Test

2. Explain and illustrate the computational process involved in the test

a. Manually

b. Using a computer software

Definition/description


Mann-Whitney U Test is the nonparametric, ordinal equivalent of the interval/ratio t-test for independent samples

Computational process

An educational researcher wishes to establish whether a difference in income exists between private college professors and public college professors in MetroManila. Random samples are selected with 10 private professors and 11 public professors, and the annual income for each participant is obtained. Because the income distribution in the population is known to be skewed, the interval scores are converted to ordinal ranks. In this process, the ranks are assigned to both sample distributions combined rather than ranking each distribution separately. The reason we rank the combined distributions is to find out whether one set of ranks is significantly lower than the other.

The income scores and the resulting ranks are as follows:

	Private college professors
	Public college professors

	X1
	R1
	X2
	R2

	40,000
	8
	16,000
	21

	41,000
	7
	17,000
	20

	43,000
	5
	20,000
	19

	42,000
	6
	21,000
	18

	190,000
	1
	39,000
	9

	44,000
	4
	38,000
	10

	55,000
	3
	36,000
	11

	60,000
	2
	35,000
	12

	31,000
	14
	34,000
	13

	30,000
	15
	29,000
	16

	
	( R1= 65
	28,000
	17

	n1=10
	
	n2 = 11
	

	
	
	
	


Steps

1. State the null and alternative hypotheses

Ho: There is no significant difference in income between private university professors and public university professors

2. Set the conditions for making the decision

If computed ZU < tabulated Z, accept Ho

If computed ZU > tabulated Z, reject Ho and accept Ha 

3. Determine computed and tabulated Z values

Computed ZU
Uc = n1n2  +   n1(n1 + 1)   -  ( R1
                           2

ZU =         ___ U -  n1n2 /2___          

                 n1n2(n1 +n2 ) /12 

Tabulated (critical) Z = Z(  

 Computed ZU
To calculate the Mann-Whitney U, the only data values needed ate those for      ( R1, n1, and n2 . We proceed.

Compute for Z 

Add the ranks for the first distribution (Private college professors), we have     ( R1= 65.  

Uc = (10)(11) + 10(11)  -65 = 110 +55 –65 = 100

                           2

ZU =         ___100 -  10(11)/2___      = 100-55 =          45    = 3.169

                 [(10)(11)((10 +11+1) /12       201.667      14.201

Tabulated (critical) Zt = Z(,/2 at = 0.01,   Z0.01/2 = Z0.005 
Determine the tabulated  Zt value

Area under the curve = 0.500- 0.005 = 0.495, the closest value available in the standard normal distribution table is 0.4951. The value under z heading is 2.5 and the decimal heading is .08. Hence the Zt value is 2.5 + .08 or 2.58  

4. Make the decision

Since Zu (=3.169) > Zt (=2.58), reject Ho and accept Ha

Module 3. 
Kruskal-Wallis H Test for Three or more ordinal distributions with

 independent selection (ordinal equivalent of interval one-way 

ANOVA)

Learning objectives

1. Define/describe Kruskal-Wallis H Test

2. Explain and illustrate the computational process involved in the test

a. Manually

b. Using a computer software

Definition/description

Kruskal-Wallis H Test for three or more ordinal distributions with independent selection is the ordinal equivalent of interval one-way ANOVA)

Computational process

Suppose that the CHED ZRC is interested in discovering whether differences in research skills are a function of researcher age. A dispute arises. One hypothesis states that younger persons, due to their better general physical conditioning and desire to be promoted are better researchers. Another hypothesis insists that older persons, due to their longer experience in the academe, are better researchers. A random sample of 24 certified researchers is selected, with 6 researchers from each of 4 age categories. A ZRC examiner gives each researcher a “research test” and rank order all 24 on their research skills. Since the ranking is high to low in this study, the rank of 1 identifies the best researcher, and the rank of 24 designates the worst researcher.

	Group 1 (21-30 years old)

R1
	Group 2 (31-40 years old)

R2
	Group 3 (41-50 years old)

R3
	Group 4 (51-60 years old)

R4

	2
	20
	23
	24

	4
	6
	11
	17

	18
	8
	15
	22

	1
	5
	13
	21

	3
	9
	10
	19

	7
	12
	14
	16

	( R1=35
	( R2=60
	( R3=86
	( R4=119

	n1=6
	n2=6
	n3=6
	n4=6


Steps

1. State the null and alternative hypotheses

Ho: There is no significant difference in research skills at least two age groups 

Ha: There is significant difference

2. Set the conditions for making the decision

If computed H < tabulated (2t, accept Ho

If computed H > tabulated(2t, reject Ho and accept Ha 

3. Determine computed H and tabulated (2t values

The only data values needed for this analysis are the sums of the ranks for each group and the group (sample) sizes. We perform the H test in the following steps.

Add the ranks in each column (group)

Substitute the values of the sums, N, and n into the H equation and solve.

H =       12    (( R12 +( R22 +( R32 +( R42 ) – 3(N+1)

        N(N+1) (   n1       n2         n3          n4   )

H =       12       (352  +602 + 862 + 1192 ) – 3(24+1)

        24(24+1) ( 6        6        6        6   )

H =    12    (1225 + 3600 +7396 + 14,161) – 3(25)

      24(25)      6           6         6           6

H =    12    (204.167 + 600 + 1232.667 + 2360.167) –76

         600 

H =    0.020 (204.167 + 600 + 1232.667 + 2360.167) –76

H = 0.020 (4397.001) –75  = 87.949 – 75 = 12.940

Determine the tabulated value

(2(, d.f. = (2(, k-1, where (, is the level of significance, d.f. is the degrees of freedom, k is the number of groups

at ( = 0.01 and 4-1 = 3, (20.01, 3 = 11.3449

4. Make the decision


Since H (=12.940) > (2(, d.f (=11.3449), reject Ho and accept Ha

Sample size and H. With at least three sample groups, and a minimum of 6 subjects per sample, H may be assessed fro significance with the chi-square table. With smaller samples, a special table of H value is available, but attaining significance with these tiny samples becomes quite difficult. With three-group designs, the researcher should select a total sample of at least 18 subjects, 6 per group. 
Module 4. 
Wilcoxon T Test for Two Ordinal Distributions with Correlated 

Selection (Sprinthall, 1997)

Learning objectives

1. Define/describe Wilcoxon T Test

2.   Explain and illustrate the computational process involved in the test

c. Manually

d. Using a computer software

Definition/description

Wilcoxon T Test for Two Ordinal Distributions with Correlated Selection is the ordinal equivalent of paired t test for interval data 

Computational process

Suppose that a golf pro creates a new method, including videotape replays of teaching golf. A random sample of golfers at a certain country club is selected, and their average golf scores are ascertained. The subjects are then placed into matched groups on the basis of their average scores. That is, one golfer who averages 85 is placed in the experimental group, and another golfer who also averages 85 is placed in the control group. The subjects in the experimental group are then given a week’s instruction using the new teaching method; those in the control group are taught in the traditional way. At the end of the week’s training, both groups play a round of golf and their scores are compared. In looking over the two sets of golf scores, it discovered that the distributions are badly skewed, since in each group there were a few members with extremely high scores. So despite the fact that the data are originally in interval form (golf scores) because of the skew, the ordinal Wilcoxon T test is chosen for the analysis. 

The data for 10 matched pairs of subjects are as follows:

	Pair
	Experimental group (New method) X1
	Control Group (Old Method)X2
	Difference X1 – X2
	Rank of difference (Magnitude only or absolute value)
	Signed rank of difference
	Ranks with Less Frequent Sign

	1
	85
	86
	-1
	1
	-1
	-

	2
	90
	95
	-5
	6
	-6
	-

	3
	92
	96
	-4
	5
	-5
	-

	4
	93
	93
	0
	Dropped
	
	

	5
	93
	95
	-2
	2.5
	-2.5
	-

	6
	94
	96
	-2
	2.5
	-2.5
	-

	7
	95
	98
	-3
	4
	-4
	-

	8
	95
	101
	-6
	7
	-7
	

	9
	140
	133
	+7
	8
	8
	         8

	10
	150
	135
	+15
	9
	9
	         9

	
	
	
	
	
	
	T = 17

	
	
	
	
	
	
	


Steps

1.    State the null and alternative hypotheses

Ho: There is no significant difference in research skills at least two age groups 

Ha: There is significant difference

2. Set the conditions for making the decision

If computed T > tabulated T, accept Ho

If computed T < tabulated T, reject Ho and accept Ha 


(Reverse conditions peculiar to Wilcoxon Test)

3. Determine computed T and tabulated T values

 The steps for computing T are

a. Obtain the individual differences between the experimental and control groups.

b. Rank the absolute value of the differences with the smallest (absolute value) ranked as 1. The value of zero is discarded from the analysis.

c. Sign the ranks using the sign of the difference.

d. Add the ranks of those in less frequent signs, that is between positive and negative, where the positive rank occurred only twice (+8, +9) while the negative rank occurred six times (-1, -6, -5, -2.5, -2.5, -4, -7). Add 8 and 9 = 17. This is the computed value of Wilcoxon T.

Determine the value of the tabulated or critical Wilcoxon T, where Tt = T(,/2, N where N is the number of signed ranks. At at ( = 0.1 and N = 9, T0.1/2, 9 = T0..05, 9 = 6.

      4. Since computed T (= 17) > tabulated T (=6), accept Ho

Sample size and the Wilcoxon T 

Wicoxon T  test is appropriate for us ein many common research situations where the sample sizes range from 6 to 25 pairs of scores. When more than 25 paired ranks are available, however, the distribution of Wilcoxon T values approach normality. Then the following equation must be used

ZT =      T – [N(N+1)]/4 
and compared to tabulated Z

              [N(N+1)(2N+1)]/24      

The regular direction of decision making shall be applied.

This exactly the same as the procedure for the Mann-Whitney U test

Module 5. 
Friedman ANOVA by Ranks for three or more ordinal distributions 

with correlated selection 

Learning objectives

1. Define/describe Friedman ANOVA

2. Explain and illustrate the computational process involved in the test

a. Manually

b. Using a computer software

Definition/description

Friedman ANOVA by Ranks for three or more ordinal distributions with correlated selection is the ordinal analog to the within-subjects F ratio for interval data when non skewed distributions of interval data are involved.

Computational process

A researcher is interested in whether there is an age difference among Liberal (Mapagparaya), Nationalist (Makabayan), and Strong (Malakas) voters. However, because older persons are apt to be earning more money, perhaps the key to the age-party affiliation relationship is economic. Perhaps richer persons are more apt to be Strong, regardless of their age. To test this, random samples of 10 Liberals, 10 Nationalists, and 10 Strongs were selected and matched on income. That is, trios made up of 1 Liberal, 1 Nationalist, and 1 Strong, all earning roughly the same yearly income, are put together. They are then checked for age. The data are as follows:

	Triad
	Liberal, X1
	Nationalist,

X2
	Strong, X3
	Liberal,

R1
	Nationalist, R2
	Strong, R3

	1
	26
	30
	22
	2
	1
	3

	2
	29
	31
	28
	2
	1
	3

	3
	55
	60
	54
	2
	1
	3

	4
	27
	26
	24
	1
	2
	3

	5
	70
	69
	74
	2
	3
	1

	6
	21
	23
	32
	3
	2
	1

	7
	33
	35
	34
	3
	1
	2

	8
	40
	39
	38
	1
	2
	3

	9
	41
	42
	43
	3
	2
	1

	10
	45
	44
	46
	2
	3
	1

	
	
	
	
	(R1=21
	(R2=18
	(R3=21


Steps

1.    State the null and alternative hypotheses

Ho: There is no significant difference in age between at least two age groups 

Ha: There is significant difference

2. Set the conditions for making the decision

If computed (2r   < tabulated (2t  , accept Ho

If computed (2r   > tabulated (2t  , reject Ho and accept Ha 

3. Determine computed (2r   and tabulated (2t   values

(2r  =       12       ((R12 + (R22 + (R32 ) – 3N(k +1)   

           Nk(k+1)

(2r  =       12       (212 + 182 + 212 ) – 3(10)(3 +1)   

           10(3)(3+1)

(2r  =       12       (441 + 324 + 441 ) – 3(10)(4)   =  12  (1206) -120 

           30(4)


                               120

(2r  = 0.1 (1,206) –120 = 120.6 – 120 = 0.600

Tabulated

(2t  = (2(, d.f. 

(2(, d.f. = (2(, k-1, where (, is the level of significance, d.f. is the degrees of freedom, k is the number of groups

at ( = 0.01and 3-1 = 2, (20.01, 2 = 9.21

4. Make the decision

Since (2r  (=0.6000 < (2t (=9.21), accept the null hypothesis

Since (2t   < (2t , accept the null hypothesis, We conclude with 99 percent confidence that the three distributions of age scores represent a single population. Since the participants were matched on income, this means that when income is not a factor, there are no age differences among persons of different political affiliations.

Sample size and the Friedman ANOVA

To use the chi-square table for assessing the significance of (2t , we must have a minimum of 10 scores per column when there are 3 columns of ranked scores. With 4 columns of ranked scores, only 5 scores per column are necessary. For smaller sample sizes, such as for an N of from 2 to 9 with a k of 3, or an N of from 2 to 4 with a k of 4, special tables will be needed. 

Module 6. 
Kolmogorov-Smirnov Test

Learning objectives

1. Define/describe Kolmogorov-Smirnov Test

2. Explain and illustrate the computational process involved in the test

a. Manually

b. Using a computer software

Definition/description


The Kolmogorov-Smirnov Test is similar to the chi-square test of goodness-of-fit. It is concerned with the degree of agreement between the distribution of observed values and some theoretical or expected distribution. However, the K-S test is appropriate if the researcher is dealing with ordinal data.

Computational process

CBM Computers is preparing to introduce a new set of computers (McDaniel & Gates, 2002) designed for the home market. Focus group research indicated that many potential new computer buyers in the home market are turned off by the colors traditionally used for computers in an office environment. Focus group participants were shown a wide range of colors, in additional to the traditional tans and grays used in an office environment, and expressed preference for a brown color. CBM then surveyed 500 individuals who do not currently own a computer but who indicated that they plan to buy a computer in the next six months. They were shown several shades of brown and asked to indicate their preference. The survey results, in regard to color preference, are summarized in the following chart.

	Shades
	Number of consumers preferring a particular shade

	Very light
	100

	Light
	170

	Medium
	80

	Dark
	45

	Very dark
	55

	Total
	500


The manufacturer is interested in knowing whether these results might have occurred by chance or indicate a significant preference. 

Because shades of color represents a natural ordering (ordinal data) the K-S test can be applied to test the preference hypothesis. The test involves specifying the cumulative frequency distribution that would be expected under the null hypothesis (theoretical distribution) and comparing it with the observed frequency distribution. The point at which the two distributions show the maximum deviation is determined, and the value of the deviation is used as the test statistic. The magnitude of the test statistic (D) indicates whether the divergence between the two distributions is likely to be due to chance or is indicative of a true preference.

The steps in the test are as follows.

1. Specify the null and alternative hypotheses.

a. Ho:  There is no preference between the shades

b. Ha: There is a significant preference among the shades

Conditions:

If computed D < tabulated D, accept Ho

If computed D > tabulated D, reject Ho and accept Ha

2. Establish the cumulative frequency distribution expected under the null hypothesis. The null hypothesis is that there is no difference in the preference for the various shades of the new color. If this were true, the proportion of consumers preferring each shade would be equal to one-fifth, or 0.20.

3. Calculate the observed cumulative frequency distribution from the sample.

4. Select the level of significance,   . If the 0.05 level of significance is selected, the critical value of D for large sample is given by 1.36/  n , where n is the sample size. In this case, the critical value is 1.36/ sq. rt of 500 = .0608

5. Determine the K-S D statistic. D is equal to the largest deviation in absolute terms between the observed cumulative frequency proportions and the expected cumulative frequency proportions. The table below provides the data in tabular form. The largest absolute value difference is 0.24 which is the K-s D value.

	Shade
	Observed number
	Observed proportion
	Observed cumulative number
	Observed cumulative proportion
	Null hypothesis proportion
	Null cumulative proportion
	Absolute difference

	Very light
	150
	0.30
	150
	0.30
	0.20
	0.20
	0.10

	Light
	170
	0.34
	320
	0.64
	0.20
	0.40
	0.24

	Medium
	80
	0.16
	400
	0.80
	0.20
	0.60
	0.20

	Dark
	45
	0.09
	445
	0.89
	0.20
	0.80
	0.09

	Very dark
	55
	0.11
	500
	1.00
	0.20
	1.00
	0

	Total
	500
	Xxxxxxxx
	xxxxxxxc
	xxxxxxxxx
	
	
	


6. Make the decision

Since computed D (=0.24) > tabulated D (= 0.0608), reject Ho and accept Ha. There is significant difference among color preferences.

K-S D value

Sample size
0.20

0.15

0.10

0.05

0.01

Over 35
1.07

1.14

1.22

1.36

1.63


   N

   N

   N

   N

   N

Module 7. 
Chi-square Test of Independence

Learning objectives

1. Define/describe chi-square test of independence

2. Explain and illustrate the computational process involved in the test

a. Manually

b. Using a computer software

     Chi-square ((2 ) test is a tool to test no dependency (independency) between two variables. When the tabulated value ((2(,d.f.) is greater than the computed value ((2c), the null hypothesis of “no dependency” is accepted, otherwise it is rejected and the alternative hypothesis of “dependency” between the variables is accepted.

  (2c = (of-ef)2 

              ef

where of = observed frequency and ef= expected frequency

 ef = (row total)(column total)
             grand total

Illustration. Given the contingency table below, test the hypothesis of “no dependency” between the variables using ( = 0.05.






Preferred food

Sex of respondents

Sweet

Hot

Sour

Male



(a) 40

(b) 50

(c) 60

Female

             (d) 50

(e) 60

(f) 40

Solution:

	Sex
	Sweet
	Hot
	Sour
	Column total

	Male
	40
	 50
	 60
	150

	Female
	50
	 60
	 40
	150

	Row total
	90
	110
	100
	300


of a = 40, ef a = (90)(150) = 45of b = 50, ef b = (110)(150) = 55, of c = 60, 

                                300                                           300

ef c = 
(100)(150) = 50 

                 300


of d = 50, ef d = (90)(150) = 45, of e = 60, ef e = (110)(150) = 55, of e = 40, 

                              300                                                300 

ef e = (100)(150) = 50

             300

  (2c = (of-ef)2 = (40-45)2 + (50-55)2 + (60-50)2 + (50-45)2 + (60-55)2 + (40-50)2 =

              ef
    45            55             50             45             55            50

  (2c = 25 + 25 + 100 + 25 + 25 + 100 = 0.5555 + 0.4545+ 2+ 0.5555 + 0.4545 + 2 = 6.02

           45    55      50    45    55      50  


d.f.= (2-1)(3-1) = (1)(2) = 2

from the chi-square table

 (20.05, 2  = 5.991

Since the computed chi-square value (6.02) is greater than the tabulated value (5.991), we reject the null hypothesis of “no dependence” and accept the alternative hypothesis that there is dependency between the sex of the respondents and their food preference.

Module 8. Chi-square goodness-of-fit test 

Learning objectives

1. Define/describe chi-square goodness-of fit test

2. Explain and illustrate the computational process involved in the test

a. Manually

b. Using a computer software

Definition/description


Chi-square goodness-of-fit test analyzes whether an observed pattern of frequencies corresponds to, or “fits” an expected pattern (McDaniel & Gates, 2002).  

Computational process

Suppose that a marketing manager of a retail electronics chain needs to test the effectiveness of three special deals (deal 1, deal 2, and deal 3). Each deal will be offered for a month. The manager wants to measure the effects of each deal on the number of customers visiting a test store during the time he deal is on. The number of customers visiting the store under each deal is as follows:

	Deal
	Month
	Number of customers per month

	1
	April
	11,700

	2
	May
	12,100

	3
	June
	11,780

	Total
	
	35,580



The marketing manager needs to know whether there is a significant difference between the numbers of customers visiting the store during the time periods covered by the three deals using the chi-square one sample test.

Steps

1. State the null and alternative hypotheses

Ho: The numbers of customers visiting the store under the various deals are equal or there is no significant difference in the numbers of customers visiting the store under the various deals 

Ha: There is significant difference in the numbers of customers visiting the store under the various deals

2. Set the conditions for making the decision

If computed (2c   > tabulated (2t  , accept Ho

If computed (2c   < tabulated (2t  , reject Ho and accept Ha 

3. Determine computed (2c   and tabulated (2t   values

Computed value

Expected frequency (number of customers visiting in each deal)

ef = Total number of visits = 33,580 = 11,860

        Number of months             3

(2c = (of-ef)2 

              ef

where of = observed frequency and ef= expected frequency

  (2c = (of-ef)2 = (11,700-11,860)2 + (12,100-11,860)2 + (11,780-11,860)2 

              ef
           11,860                 11,860                      11,860

  (2c = 7.55

Tabulated

(2t  = (2(, d.f. 

(2(, d.f. = (2(, k-1, where (, is the level of significance, d.f. is the degrees of freedom, k is the number of groups

at ( = 0.05 and 3-1= 2, (20.05, 2 = 5.99

4. Make the decision

Since (2c  (= 7.55)  > (2t (=5.99), reject the null hypothesis and accept Ha

We conclude with 95 percent confidence that the customer response to the deals was significantly different.  However, this test tells us only that the overall variation among the cell frequencies is greater than would be expected by chance. It does not tell us whether any individual cell is significantly different from the others.

ACTIVITIES TO PERFORM/QUESTIONS TO ANSWER

1. 
a. What are nonparametric tests?

b. What are the advantages and disadvantages of employing nonparametric 

tests?


c. What are the factors that must be considered in choosing between 

nonparametric and parametric tests?

2. An educational researcher wishes to establish whether a difference in income exists between private college professors and public college professors in MetroManila. Random samples are selected with 10 private professors and 11 public professors, and the annual income for each participant is obtained. Find out if a significant difference exists using Mann-Whitney U test at ( = 0.01.

The income scores and the resulting ranks are as follows:

	Private college professors
	Public college professors

	X1
	R1
	X2
	R2

	50,000
	8
	26,000
	21

	41,000
	7
	17,000
	20

	43,000
	5
	20,000
	19

	42,000
	6
	21,000
	18

	190,000
	1
	39,000
	9

	44,000
	4
	38,000
	10

	55,000
	3
	36,000
	11

	60,000
	2
	35,000
	12

	31,000
	14
	34,000
	13

	30,000
	15
	29,000
	16

	
	( R1= 65
	28,000
	17

	n1=10
	
	N2 = 11
	

	
	
	
	


3. Suppose that a golf pro creates a new method, including videotape replays of teaching golf. A random sample of golfers at a certain country club is selected, and their average golf scores are ascertained. The subjects are then placed into matched groups on the basis of their average scores. That is, one golfer who averages 85 is placed in the experimental group, and another golfer who also averages 85 is placed in the control group. The subjects in the experimental group are then given a week’s instruction using the new teaching method; those in the control group are taught in the traditional way. At the end of the week’s training, both groups play a round of golf and their scores are compared. In looking over the two sets of golf scores, it discovered that the distributions are badly skewed, since in each group there were a few members with extremely high scores. Find out if a significant difference in research skills between at least two age groups exists using Wilcoxon T  test at ( = 0.05.

The data for 10 matched pairs of subjects are as follows:

	Pair
	Experimental group (New method) X1
	Control Group (Old Method)X2
	Difference X1 – X2
	Rank of difference (Magnitude only or absolute value)
	Signed rank of difference
	Ranks with Less Frequent Sign

	1
	85
	87
	
	
	
	

	2
	90
	96
	
	
	
	

	3
	92
	96
	
	
	
	

	4
	93
	93
	
	
	
	

	5
	93
	95
	
	
	
	

	6
	94
	96
	
	
	
	

	7
	95
	98
	
	
	
	

	8
	95
	101
	
	
	
	

	9
	140
	133
	
	
	
	

	10
	150
	135
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	


4. A researcher is interested in whether there is an age difference among Liberal (Mapagparaya), Nationalist (Makabayan), and Strong (Malakas) voters. However, because older persons are apt to be earning more money, perhaps the key to the age-party affiliation relationship is economic. Perhaps richer persons are more apt to be Strong, regardless of their age. To test this, random samples of 10 Liberals, 10 Nationalists, and 10 Strongs were selected and matched on income. That is, trios made up of 1 Liberal, 1 Nationalist, and 1 Strong, all earning roughly the same yearly income, are put together. They are then checked for age. The data are as follows: find out if there is a significant difference in age between the political parties using Friedman ANOVA at ( = 0.05.

	Triad
	Liberal, X1
	Nationalist,

X2
	Strong, X3
	Liberal,

R1
	Nationalist, R2
	Strong, R3

	1
	36
	30
	22
	
	
	

	2
	39
	31
	28
	
	
	

	3
	55
	60
	54
	
	
	

	4
	27
	26
	24
	
	
	

	5
	70
	69
	74
	
	
	

	6
	21
	23
	32
	
	
	

	7
	33
	35
	34
	
	
	

	8
	40
	39
	38
	
	
	

	9
	41
	42
	43
	
	
	

	10
	45
	44
	46
	
	
	

	
	
	
	
	(R1=21
	(R2=18
	(R3=21


5. CBM Computers is preparing to introduce a new set of computers designed for the home market. Focus group research indicated that many potential new computer buyers in the home market are turned off by the colors traditionally used for computers in an office environment. Focus group participants were shown a wide range of colors, in additional to the traditional tans and grays used in an office environment, and expressed preference for a brown color. CBM then surveyed 500 individuals who do not currently own a computer but who indicated that they plan to buy a computer in the next six months. They were shown several shades of brown and asked to indicate their preference. The survey results, in regard to color preference, are summarized in the following chart.

	Shades
	Number of consumers preferring a particular shade

	Very light
	100

	Light
	170

	Medium
	80

	Dark
	45

	Very dark
	55

	Total
	500


The manufacturer is interested in knowing whether these results might have occurred by chance or indicate a significant preference using Kolmogorov-Smirnov test at ( = 0.01.
	Shade
	Observed number
	Observed proportion
	Observed cumulative number
	Observed cumulative proportion
	Null hypothesis proportion
	Null cumulative proportion
	Absolute difference

	Very light
	160
	
	
	
	
	
	

	Light
	170
	
	
	
	
	
	

	Medium
	80
	
	
	
	
	
	

	Dark
	45
	
	
	
	
	
	

	Very dark
	55
	
	
	
	
	
	

	Total
	510
	Xxxxxxxx
	xxxxxxxc
	xxxxxxxxx
	
	
	


6 Given the contingency table below, test the hypothesis of “no dependency” between the variables using ( = 0.01.






Preferred food

Sex of respondents

Sweet

Hot

Sour

Male



(a) 30

(b) 50

(c) 60

Female

             (d) 50

(e) 60

(f) 40

7. Suppose that a marketing manager of a retail electronics chain needs to test the effectiveness of three special deals (deal 1, deal 2, and deal 3). Each deal will be offered for a month. The manager wants to measure the effects of each deal on the number of customers visiting a test store during the time he deal is on. The number of customers visiting the store under each deal is as follows:

	Deal
	Month
	Number of customers per month

	1
	April
	10,700

	2
	May
	14,100

	3
	June
	11,780

	Total
	
	



The marketing manager needs to know whether there is a significant difference between the numbers of customers visiting the store during the time periods covered by the three deals using the chi-square one sample test at ( = 0.01.

